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Data Applications on Scientific Clusters
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Abstract Big data is prevalent in HPC computing. Many HPC projects rely on
complex workflows to analyze terabytes or petabytes of data. These workflows
often require running over thousands of CPU cores and performing simultaneous
data accesses, data movements, and computation. It is challenging to analyze the
performance involving terabytes or petabytes of workflow data or measurement
data of the executions, from complex workflows over a large number of nodes
and multiple parallel task executions. To help identify performance bottlenecks or
debug the performance issues in large-scale scientific applications and scientific
clusters, we have developed a performance analysis framework, using state-of-
the-art open-source big data processing tools. Our tool can ingest system logs
and application performance measurements to extract key performance features,
and apply the most sophisticated statistical tools and data mining methods on the
performance data. It utilizes an efficient data processing engine to allow users to
interactively analyze a large amount of different types of logs and measurements.
To illustrate the functionality of the big data analysis framework, we conduct
case studies on the workflows from an astronomy project known as the Palomar
Transient Factory (PTF) and the job logs from the genome analysis scientific cluster.
Our study processed many terabytes of system logs and application performance
measurements collected on the HPC systems at NERSC. The implementation of
our tool is generic enough to be used for analyzing the performance of other HPC
systems and Big Data workows.

1.1 Introduction

Large science projects have been relying on thousands of CPUs to compute terabytes
or petabytes of data [18][32]. This chapter studies the challenges of analysis on
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large amount of monitored performance measurement data from the cluster system,
and tackles the challenges by providing a performance analysis tool. Many HPC
applications are built to generate and analyze terabytes or petabytes of data, and
they often require running over thousands of CPU cores and large amount of data
accesses, data movements, and computations. HPC applications running on HPC
platforms include parallel applications or high throughput computing applications,
and these applications could involve Big Data workflows. The job executions from
the complex workflows generate a large volume of measurement data over time.
Due to the complexities of the job executions on the large number of machines
and large amount of data, it is challenging to identify bottlenecks or to debug
the performance issues in HPC applications and scientific clusters. Understanding
the performance characteristics of the complex scientific workflows managing
thousands of concurrent operations and debugging their performance issues are
challenging for various reasons. The concurrent data accesses may compete for
shared data storage and networking resources with each other on the system. The
performance characteristics on the current generation of the storage hardware and
memory hierarchies are sometimes unexpected due to the complexities. Unexpected
delays can be introduced by the temperature-based throttling mechanisms on the
modern CPUs, which reduce the clock rate to decrease heat production. It is
common for large parallel jobs to experience mysterious performance fluctuations.
To address these challenges and to help understand these performance fluctuations
and diagnose performance bottlenecks, we have developed PATHA (Performance
Analysis Tool for HPC Applications) [40] for HPC applications and scientific
clusters using a state-of-art big data processing tools .

Our tool can ingest system logs and application performance measurements
to extract key performance measures, and apply the most sophisticated statistical
tools and data mining methods on the performance data. It utilizes an efficient data
processing engine to allow users to interactively analyze large amounts of different
types of logs and measurements. Using PATHA, an interactive exploration of the
performance measurement data is enabled for the user’s understanding about the
performance of their own applications. A big data processing framework, Apache
SparkTM [43] is employed in the backend to distribute and parallelize computational
workloads for analyzing large amounts of performance data. SparkTM can utilize in-
memory processing to reduce an overhead of loading data from disk. Compared
with other big processing frameworks such as Hadoop, SparkTM fits better for
PATHA to conduct performance analysis combined with in-memory computations
by reducing loads and stores of intermediate results on disk. PATHA can identify
performance bottlenecks through outlier detection and other data mining techniques
through the extensive analysis capability of SparkTM. PATHA further provides
interactive visualization of these bottlenecks and their dependencies, and allows
quick integration of the new performance information as it gathers from the newly
generated log files.

For case studies, we have worked with the Palomar Transient Factory (PTF)
[23][29] application and job logs collected from Genepool cluster [1] for genome
analysis. We have used PATHA to analyze application performance of the PTF
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application with the measurements collected on the NERSC Edison cluster. We have
also analyzed system performance to identify job performance outliers from the logs
of Genepool cluster. We believe that PATHA is applicable to other analysis cases
for conducting performance analysis and bottleneck detection, and these example
case studies are representative use cases. It is generally applicable to the combined
multiple data sources such as application logs and cluster logs from schedulers, sub
systems of clusters, or monitoring tools.

The PTF application is a wide-field automated survey that records images of
variable and transient objects in the sky [23][29]. Images from these cameras are
sent and stored to the NERSC Edison cluster for processing through the near
real-time image subtraction data analysis pipeline. In each processing step, the
timestamps of the execution were recorded in the database. As the PTF analysis
processing pipeline has been optimized, its performance analysis to find hidden
performance bottlenecks is particularly challenging. In addition, queries on the
database need to be minimized for severe overhead on the production database
shared by many users. Through our study with PATHA, we were able to identify
and to optimize hidden performance bottlenecks and inefficient operational steps,
without incurring large database overhead.

The Genepool scientific cluster produces large job logs from a large number of
nodes and multiple parallel task executions, and it is challenging to analyze and
extract meaningful information from the job logs due to the complexities. Many
performance-related fields in the logs are correlated to each other, and jobs interact
in the task executions. Using PATHA, we were able to analyze system performance
in an efficient and user-friendly way, to extract interesting information about system
performance, and to identify performance outliers. We believe that PATHA can
analyze the performance of other scientific workflows as well as cluster systems
using the application logs and cluster systerm logs.

The contributions are:

• the design of bottleneck detection methods in PATHA, e.g., execution time
analysis and data dependency performance analysis

• the development of PATHA to handle different types of measurements from
scientific applications and HPC cluster systems

• the evaluation of PATHA using a big data application such as PTF and large-size
job logs of a scientific cluster

The rest of the chapter is organized as follows. Sec. 1.2 presents related work.
Sec. 1.3 demonstrates the design and implementation of PATHA. Sec. 1.4 and
Sec. 1.5 present case studies for experimental evaluations. The conclusion and future
work are in Sec. 1.6.
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1.2 Related Work

Several performance modeling works were proposed as follows. For scientific
workflows, the following works were proposed; for example, on a CPU node [37],
in the Grid environment [11][16], and in the cloud environment [26][25]. However,
the large scientific workflows are frequently running on a large computer with
sophisticated storage and networking resources that are not easily captured by the
existing models. Williams et al. [37] proposed the Roofline model about a theoretical
model for analyzing upper bounds of performance with given computational bottle-
necks and memory bottlenecks. Tikir et al. [35] proposed to use genetic algorithms
to predict achievable bandwidth from cache hit rates for memory-bound HPC
applications. Duan et al. [16] proposed to use a hybrid Bayesian-neural network
to predict the execution time of scientific workflow in the Grid environment.
In addition, performance models have been proposed in other domains. Cohen
et al. [14] proposed to learn an ensemble of models using a tree-augmented
Bayesian network on a system trace, and cluster the signatures to identify different
regions of normality as well as recurrent performance problems. Ironmodel [33]
employed a decision tree to build the performance model based on the queuing
theory of expected behavior from end-to-end traces. Ganesha [28] adopted a
clustering mechanism to learn the initial parameters to model Hadoop performance
behavior as a mixture of k Gaussians. These performance models are based on the
simplified models or assumptions about the executions on the underlying hardwares
and cluster. Our performance analysis is based on the empirical model without
sacrificing the complex interactions in the executions.

Researchers have proposed mechanisms to identify performance problems in
the cluster environment. Barham et al. [5] proposed to use clustering to identify
anomalous requests. Xu et al. [38] proposed to find erroneous execution paths using
the PCA [19] on console logs. Bod et al. [6] used logistic regression with L1
regularization on the vector of metric quantiles to fingerprint performance crisis.
They used online sampling to estimate quantiles from hundreds of machines. Vento
et al. proposed to use floating point operations per seconds (flops) as an indicator of
poor performance jobs [36]. Yoo et al. [41] adapted machine learning mechanisms
to identify performance bottlenecks using fingerprints generated from micro-
benchmarks. Yadwadkar et al. [39] proposed to use the the Support Vector Machine
(SVM) [15] to proactively predict stragglers from cluster resource utilization
counters. Browne et al. [8] proposed a comprehensive resource management tool by
combining data from event logs, schedulers, and performance counters. In addition,
Chuah et al. [13] proposed to link resource usage anomalies with system failures.
These works can help our work differentiate performance bottlenecks at cluster level
and those at application level. However, they also lack support to analyze large size
logs from scientific workflows.

Several mechanisms have been proposed to find the causes of performance
bottlenecks. Chen et al. [12] proposed to use change point detection on the latency
of TCP request using conventional statistical mechanism, CUSUM and BCP. It
built a causal graph using pc-algorithm. Kim et al. [21] proposed to periodically
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generate service dependencies and rank root cause candidates using conditional
clustering. Killian et al. [20] proposed to find performance affecting changes (per-
machine differences) in logs. T-tests were used to compare the two distributions and
determine whether the observed differences of variances are significantly different.
Sambasivan et al. [30] proposed a mechanism to diagnose the causes of performance
changes in a distributed system by extending call path analysis to request flow
analysis. They claim that it can find performance affecting changes in flows by
comparing to the previous runtime traces. While these proposed mechanisms were
not designed to analyze large size of data, they can complement our work by
providing automation to identify data dependency of performance bottlenecks.

Yuan et al. [42] used signatures constructed from n-grams of system-call invoca-
tions observed during a problem occurrence. They used the Support Vector Machine
(SVM) [15] to detect whether a new signature is representative of a previously
observed problem. It builds a regression tree showing the low-level parameters
such as function parameters, configuration values, or client-sent parameters that
best separate requests in these categories. Oliner et al. [27] proposed to identify
correlations in anomalies across components. Their mechanism calculates anomaly
scores for discrete time-intervals by comparing the distribution of some counters
such as average latency. Attariyan et al. [4] proposed performance cost evaluation
using information flow analysis. Kundu et al. [22] presented performance modeling
of VM-hosted applications as resource allocation and contention using machine
learning mechanisms.

Several performance tools have been proposed to improve the performance
of HPC applications. Shende et al. [31] designed Tau to support monitoring
parallel applications by automatically inserting instrumentation routines. Böhme et
al. [7] presented an automatic mechanism which performs instrumentation during
compilation in order to identify the causes of waiting periods for MPI applications.
Burtscher et al. [10] designed Perfexpert to automate identifying the performance
bottlenecks of HPC applications with predefined rules. Adhianto et al. [3] designed
HPCToolkit to measure hardware events and to correlate the events with source
code to identify performance bottlenecks of parallel applications. The detection
mechanisms of these tools were heavily dependent on manually created metrics
and rules. Vampir [9] uses MPI workers to parallelize performance analysis com-
putations. However, it lacks supporting distributing the computations to multiple
nodes. These performance tools lack distributing and parallelizing the computations
of the analysis to large number of machines. Some tools such as Tau [31] and
Vampir [9] can parallelize computational loads MPI processes, and potentially
these MPI processes can be extended to distribute multiple loads. However, this
extension involves significant implementation challenges due to synchronization
and inter-process communication complexities and lack of fault tolerance support.
Instead, PATHA can interactively analyze the large size application and system logs
of scientific workflows requiring large computation within user-tolerable latency.
Furthermore, PATHA can complement these tools by providing mechanisms to
distribute and parallelize the computational loads in addition to fault tolerance
feature from read-only characteristics of RDDs.
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Depending on job-specified resource requirements and the current system load,
the queuing system may assign one or multiple nodes to the job, and the system
captures performance information such as memory usage, CPU time, and elapsed
time. However, such information is generally about the whole job, and more fine-
grained information would be helpful to understand the individual steps of a large
parallel workflow. Alternatively, the workflow management system could record
the performance information of each step of a workflow [24], a profiler may be
used to automatically capture detailed performance information [31], or the user
may instrument selected operations with some library functions [34]. In these cases,
the performance data is typically captured into log files. Our tool leverages these
measuring mechanisms for the performance analysis.

1.3 Design and Implementation

PATHA is implemented over a big-data processing framework, Apache SparkTM [43]
that distributes and parallelizes computational workloads at the parser and the
analyzer levels. The PATHA supports:

• execution time analysis to find performance bottlenecks and time consuming
routines in applications

• data dependency analysis to identify the possible causes of performance bottle-
necks

• interactive visualization synched with performance measurements
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Fig. 1.1: The overview of PATHA.
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Using PATHA, performance analyses can be conducted on different types of logs
and measurements in scientific clusters in addition to application logs. As shown
in Fig. 1.1, each parser is implemented to parse different types of logs such as
application logs, file system logs, job logs, and cluster monitoring logs. At the
parser level, the different types of logs stored in parallel file system or database
can be loaded into distributed memory of the multiple nodes, as a form of Resilient
Distributed Datasets (RDDs). RDDs are the partitioned fault-tolerant (immutable)
collection of elements that can be operated in a distributed and parallel manner on
Apache SparkTM. The computations of RDDs for parsing and loading multiple files
or separate partitions in each file are distributed and computed in parallel in multiple
cores and multiple nodes. Then, these parsed results are loaded into memories in
multiple nodes or saved in multiple files. These loaded RDDs from the different
types of logs can be analyzed separately or together in PATHA. PATHA provides
the components of execution time analysis, data dependency performance analysis,
and interactive visualization framework. It provides the predefined set of functions
to enable users to conduct the performance analysis.

RDDs loaded as a form of rows of tuples can be computed in parallel by using
the functional programming operators such as map, reduce, ‘group by key’, or
‘and sort by key’. The executions are implemented by combining these functional
programming operators. In addition, computations between RDDs such as join
are supported so that different types of logs can be analyzed in a combined
way. This enables discovering uncovered performance issues that were difficult
to be identified when the logs are separately analyzed. Users can interactively
conduct performance analysis with either querying results or generating graphs by
combining with grouping, aggregation, and filtering operations with the interesting
fields or variables. This is to pinpoint the bottleneck locations from the execution
time analysis and to identify the most significant field related to the discovered
bottleneck from the data dependency analysis. In addition, it provides the platform
that users can use the existing libraries of machine learning and statistics in
popular programming languages, such as Java and Python, so that they can easily
conduct feature selection, clustering, classification, or regression analysis. Not only
conducting the PATHA-provided predefined performance analysis, but users also
can implement their customized analysis by combining libraries on the loaded
RDDs without consuming much time on the implementation of distributed and
parallel programming.

The computations at the analyzer level are distributed and computed in parallel
on multiple cores and multiple nodes similarly at the parser level. Apache SparkTM

can be deployed in a separate cluster with several hundred nodes so that users can
interactively execute analyses after connecting to the cluster. 1 While there is cost
of loading data from disk and distributing data into different nodes, the analysis can

1 The current version of Apache SparkTM is optimized when using local disk as an intermediate
data storage instead of accessing data from a parallel file system in scientific clusters. However,
the lack of local disk in scientific clusters did not impact much on performance. This was because
the most of the performance analyses in PATHA were compute bound as the most of the data
movement was happened in parsing and loading time.
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be conducted on the loaded data from the memory. PATHA utilizes this memory
cache of data as much as possible so that the loading overhead can be minimized.
The crucial point is that underlying parallel execution of PATHA is dispatched
in multiple nodes and multiple cores in each node without the user intervention.
Therefore, PATHA can handle the large amount of different types of performance
logs and measurements.

Fig. 1.2: The interactive visualization framework.

The performance analyses in Sec. 1.4 and Sec. 1.5 were conducted using the
visualization tools and figure outputs of PATHA shown in Fig. 1.2. The interactive
framework is implemented with iPython and web browser, which allows users to
integrate performance analysis with the web browser front-end. As it uses web
browser as front-end, the requirement of installation is much reduced, users can
interactively conduct performance analysis by creating the different types of plots
with different time window or conditions. The computations on data as RDDs
behind this interactive analysis are distributed and executed in parallel. In addition,
users can conduct execution time analysis by querying different types of graphs such
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as histograms, bar graphs, box plots and scatter plots. This analysis framework not
only allows users to uncover performance bottlenecks in terms of execution time,
but also allows them to further query and to study the possible sources of additional
performance bottlenecks related to the data dependency. The case study of the
PTF application shows the steps and procedures to use PATHA, and we currently
work on to release PATHA as a software package along with the instructional
manual. We believe that these example of use cases can generally applicable to
other performance analyses for systems and applications. We plan to conduct user
studies to improve the user interface and to reduce the learning curve on using
PATHA. The development of this tool will continue to advance the future research
of characterizing performance behavior and building performance model.

1.4 Case Study - PTF Application

The evaluations of PATHA using the Apache SparkTM [43] were conducted on a
part of the NERSC Edison clusters with several hundred machines with two 8-core
CPUs, Intel R� Xeon R� E5-2670 and 64 GB memory. The Palomar Transient Factory
(PTF) application was used as a case study to evaluate PATHA. We have used the
PTF application logs collected on the NERSC Edison cluster system from Mar. 19,
2015 to Jul. 18, 2015 (PST). The PTF application was executed on the compute
nodes of the NERSC Edison cluster system assigned for regular applications with
two 12-core CPUs, Intel R� Xeon R� E5-2695 and 64 GB memory. 2 We used Apache
SparkTM to distribute and parallelize computational loads for PATHA. PATHA
allowed more thorough investigation on the PTF application measurements and
derived values from the measurements such as the average execution time by
averaging differences of the measured timestamps in multiple tasks in each job.
While we were able to select the number of machines up to several hundreds for our
experiments, the executions were not exclusive in the allocated machines. We plan
to set up exclusive executions on the allocated machines to analyze the scalability of
PATHA. Due to our effort to reduce the overhead of data loading and distribution,
our initial observations confirmed that PATHA was scalable in several hundred
machines without degradation even with the interferences from other job executions.

1.4.1 PTF Application

The PTF application focuses on expanding our knowledge of transient phenomena
such as supernova explosions and massive star eruptions [23]. There are four large-
scale photometric and spectroscopic surveys that generate and/or utilize hundreds
of gigabytes of data per day, and the PTF application is one of them. The transient

2 The Edison cluster system for PATHA has different configurations with that of the Edison cluster
system for the PTF.
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detection survey component of the PTF has been performed at the automated
Palomar Samuel Oschin 48-inch Schmidt telescope equipped with a camera that
covers a sky area of 7.3 square degrees in a single snapshot. Data taken with
the camera are transferred to NERSC Edison where running a real-time reduction
pipeline. The pipeline matches images taken at different nights under different
observing conditions and performs image subtraction to search for transients.
The transient candidates out of this pipeline then pass through machine-learning
classifiers to be prioritized for real transients over artifacts. The final output is then
displayed through a web portal for visual inspection by human. This pipeline has
achieved the goal of identifying optical transients within minutes of images being
taken.

For the case study with the PTF application, we used its measurement logs that
were collected in the database. The size of entire database is 1.6 TB. Timestamps,
job id, task id, and checkpoint id were loaded into RDDs for execution time analysis.
The execution time at each checkpoint was computed for each job and task. Then,
the execution times were grouped by different keys, e.g., job or task, and the
average execution times were computed with the keys. For this grouping, RDDs
were needed to include columns with distinctive values to be used as keys such
as job id, task id, and checkpoint id. During computation for the average, missing
timestamps or unordered timestamps were filtered out. These irregularities were
caused by various reasons, e.g., failures in the executions at application level or
system level. To implement filtering out these using database query or customized
user application can be challenging and costly. For data dependency performance
analysis, the execution times were computed with multiple associated variables or
fields that were potentially related to the identified performance bottlenecks.

Fig. 1.3 depicts the average amount of time in seconds that the PTF analysis
pipeline took on each day to execute all jobs and tasks, which were executed from
May 18, 2015 to June 15, 2015. The execution of PTF application involves the
executions of multiple jobs computing different areas. Each job consists of 10 tasks
whose checkpoints are stored in database when each processing step is conducted.
As shown in Fig. 1.3(a), the PTF analysis pipeline consists of 38 checkpoints, with
each color representing a different checkpoint. The top five checkpoints with the
longest execution time taken over a span of 64 days were checkpoints 8, 25, 29,
31, and 36 in Fig. 1.3(a). The average daily percentage calculations revealed that
checkpoint 8 took on average 7.29%, checkpoint 25 takes 11.16%, checkpoint 29
takes 6.22%, checkpoint 31 takes 14.79%, and most notably, checkpoint 36 takes
23.72% on average. The three checkpoints with the longest average execution times
were further investigated for a potential bottleneck where performance could be
improved.
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(a) The average amount of time in seconds for jobs with checkpoints. Each color
represents one of the 38 checkpoints.

(b) The amount of time in seconds for jobs with checkpoint 36, where each vertical line
is for one day. The line in the middle of a box marks the median time, the brackets of a
box mark the interquartile ranges (IQRs), the high whisker is at Q3+1.5⇥ IQR, and the
circles mark the instances with extra long execution time.

Fig. 1.3: The average amount of time in seconds for checkpoint operations, which
was executed from May 18,2015 to June 15,2015.
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1.4.2 Execution Time Analysis

Using PATHA, we conducted execution time analysis on checkpoint 36 specifically.
The Transients in the Local Universe (TILU) query - a geometric query that
correlates the incoming candidates with the table of known galaxies with their
elliptical shapes and orientations. Fig. 1.3(b) shows the box plot of average
execution time of this query together with the performance outliers as circles. We see
that many jobs took much longer than the average time. Based on this observation,
we focused on certain days, such as June 13, 2015 that has larger variance and many
outliers. Further study about this day will be presented next paragraphs.

Fig. 1.4(a) shows the scatter plot of the amount of time in seconds for each job
throughout the day starting at approximately 04:30, when the first task of checkpoint
25, 31, and 36 was executed on June 13, 2015. Fig. 1.4(b) shows the scatter plot for
checkpoint 36, which shows the spikes of an execution time during the time period
from 08:20 to 08:45 on June 13, 2015. This particular time window would need
further investigation.

Fig. 1.4(c) shows the time spent by each instance of TILU query in the time
window from 08:20 to 08:45. By focusing on the executions in this specific
time duration with significantly higher execution times, we can discern whether
bottlenecks are caused by cluster load competing system resources or caused by
application-specific reasons. The length of each bar in Fig. 1.4(c) shows the total
execution time of each job, and its corresponding job IDs for the checkpoint
operation 36. The jobs with longest execution time had job IDs 16339, 16340,
and 16342. Interestingly, the other job, 16353 that was executed in the similar
time window showed much smaller execution times. These instances of long
execution time were interspersed with normal looking instance showing much
smaller execution time. Therefore, we speculate that system loads due to competing
for shared resources did not cause their long execution times. Additional possibility
would be studied in the next section about whether these long execution times had
data dependencies in user data.

1.4.3 Data Dependency Performance Analysis

We studied two attributes in the PTF application to see how they affected the
execution time and how the performance of the PTF application depended on them,
based on the suggestions from application scientists. These attributes were: the
number of saved objects and the galactic latitude.

Analysis of Saved Objects

In the PTF application, a fragmentation algorithm is performed on the subtraction
images to identify variable stars and transient candidates over the noisy background
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(a) The average amount of checkpoint time for checkpoint 25, 31, and 36.

(b) The average amount of time for checkpoint 36.

(c) The execution times of all jobs with their corresponding job IDs during the time period 12:20
to 13:06 on June 13, 2015.

Fig. 1.4: The amount of time in seconds per day for each job on June 13, 2015.
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(a) Saved Objects - Checkpoint 25 (b) Absolute Galactic Latitude - Checkpoint 25

(c) Saved Objects - Checkpoint 31 (d) Absolute Galactic Latitude - Checkpoint 31

(e) Saved Objects - Checkpoint 36 (f) Absolute Galactic Latitude - Checkpoint 36

Fig. 1.5: The average execution time of checkpoints 25, 31, and 36 for number of
saved objects and absolute galactic latitude.

and to measure their shape parameters such as the length and angle of its major axis
and ellipticity. Then, a simple shape cut is applied to remove elongated candidates
that are probably artifacts. The candidates that pass the shape cut are saved for
further examination, i.e., checkpoints after the checkpoint 25. The reason of having
different numbers of saved objects is that the total number of candidates for further
examination is determined by the number of variable stars (since real transients
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are rare), which in turn correlates with the total number of stars in a given field.
Fig. 1.5(a, c, e) show the average execution time of checkpoints 25, 31 and 36 for
the number of saved objects, and the linear relation between the average execution
time and the number of saved objects. 3 It shows the performance bottleneck in these
checkpoints when computed with the large number of stored objects. This is because
the large number of saved objects requires more comparisons and computation. This
identified bottleneck would lead to reduce the computation time when computing
with the large number of stored objects.

Analysis of Galactic Latitude

Fig. 1.5(b, d, f) illustrate a correlation between the execution times of three
checkpoints (25, 31, and 36) and the absolute galactic latitude (zero degree
corresponds to the Milky Way plane), and the performance bottlenecks is shown
at low galactic latitudes. The physical reason behind it is that the closer a field is
to the Milky Way, the more celestial objects, the more transient/variable candidates,
and the longer execution time for these checkpoints. At low galactic latitudes, i.e.,
close to the Milky Way plane, the stellar density is higher, and so is the density of
variable stars. Therefore, images taken at low galactic latitudes in general generate
more candidates than those at high galactic latitudes.

With the identified data dependencies, we optimized the application pipeline for
the checkpoint 31, where we parallelized the most time consuming routines when
computing the larger number of saved objects and at low absolute galactic latitudes.
The optimization showed the reduced execution time up to 2.05 times. We can
further improve overall performance of the checkpoint 31 by applying the parallel
executions more intelligently. Instead of making all executions in parallel including
small execution times, we can only make executions in parallel that supposedly take
much larger execution time with larger number of saved objects and at low absolute
galactic latitudes. For this purpose, we plan to analyze how to adjust parallelism
depending on the number of saved objects and absolute galactic latitudes.

1.5 Case Study - Job Log Analysis

1.5.1 Job Logs

Scientific clusters generally consist of a job scheduling engine, compute nodes
for assigned jobs, storage nodes for a parallel file system, data transfer nodes for
network accesses, and special purpose nodes for database or web services. Scientific
clusters contain sufficiently large number of nodes and multiple parallel executions

3 The linear regression coefficients are 5.673 ⇥ 10�3 for checkpoint 31 and 8.515 ⇥ 10�4 for
checkpoint 36.
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from the tasks that incur complexity challenges for analysis from developers and
system administrators. Due to the complexity and the size of the job logs, it
is challenging for developers and system administrators to analyze and extract
meaningful information from the logs. For example, one can attempt to select jobs
with the top-most resource usage to analyze whether they experience performance
anomalies, and this task can be a challenge because of the large amount of job logs
and the concurrent data accesses on the shared resources.

1.5.2 Test Setup

In our experiments, we have used the job logs collected on the Genepool cluster
at NERSC, consisting of 774 nodes [1]. The logs were written by the Univa Grid
Engine [2] when each job was finished. The size of the logs from the Genepool
cluster from July 29, 2014 to Feb. 28, 2016 was 4.5 TB that can incur significant
computational challenges for an analysis. To generate plots in later sections, we
have used the part of the job logs from Jan. 1, 2015 to Jan. 31, 2015 (GMT) with 2.4
million records or 1.1 GB. It contains 45 fields such as host name, job name, failed
code, exit code, and resource usages. We selected 13 performance-related fields:
wall clock, user/system CPU time, soft/hard page faults, file block input/output,
voluntary/involuntary context switches, aggregated memory usage, aggregated I/O,
maximum resident set size, and maximum virtual memory. Tab. 1.1 describes these
fields.

Table 1.1: The description of performance-related fields.

Feature Description
Wall clock The duration between start and end of a task

User CPU time The sum of time spent on CPU cores at the user level
System CPU time The sum of time spent on CPU cores at the system level

CPU time The sum of the user CPU time and system CPU time
Maximum resident set size Maximum value of utilized memory size during job execution

Page reclaims Soft page faults without involving I/O
Page faults Hard page faults with involving I/O

Block input operations The number of times that the file system had to perform input
Block output operations The number of times that the file system had to perform output

Voluntary context switches The number of times for voluntary context switches
Involuntary context switches The number of times for involuntary context switches

Memory The integral memory usage in Gbytes ⇤ CPU time in seconds
IO The amount of data transferred in input/output operations
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1.5.3 Job Log Analysis

Scientific clusters have encountered technical advances that involve increasing
scales of data volumes, number of machines, and exploited parallelism in software
executions. This leads to unforeseen scales of interactions in software executions
between hardware components and nodes. Developers often encounter difficulties
to gather information about the details of underlying hardwares and runtime
information of a cluster containing large number of nodes. On the other hand,
system administrators are overwhelmed by large-scale performance-related logs and
noises from interactions and interferences in the executions of a cluster. Due to
these reasons, it is challenging to analyze system performance on scientific clusters.
For these challenges, PATHA provides big-data-ready performance analysis features
with much less developmental costs.

Fig. 1.6: The aggregated CPU time (s) from top 4 applications
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Fig. 1.6 shows the aggregated CPU time(s) from top 4 frequently executed
applications on Genepool cluster at NERSC between Jan. 1, 2015 and Jan. 31, 2015
(GMT). The most frequently executed applications need to be selected. Then the
job executions from these selected top jobs (top 4 jobs in 1.6) need to be selected.
CPU times of each job execution also need to be aggregated as one job can have
multiple sub-job (task) executions. The aggregated CPU times can be plotted as
box plots, and application developers can analyze whether the executed jobs spend
unexpectedly large CPU time. In addition, the frequently executed top applications
can be analyzed for expected performance, and PATHA makes these analyses easier.

1.5.4 Clustering Analysis

Clustering analysis groups task executions represented as points of features sharing
similar performance characteristics. In our case, the features correspond to the
selected fields of the job logs. The points as the target of clustering correspond
to each record of the job logs representing a completed execution. The scales of the
features differ by multiple orders of magnitude as they show the different types of
fields of the job logs. The scale of each field is adjusted by L1-norm scaling of each
field.

We applied K-means clustering algorithm [17], which makes clusters with a
specified k as a number of clusters. Using clustering analysis, we can identify the
minor clusters containing small number of points, and these minor clusters have
different characteristics from other major clusters containing large number of points.
When the centroids of these minor clusters are separated from the centroid of the
major clusters with significant distances, this can mean that the minor clusters have
significantly different characteristics. Therefore, these minor clusters can be good
targets for further performance analysis where significantly different characteristics
are resulted from.

Table 1.2: The size of clustering results with different scalings and k: C

i

is the ith
cluster.

k C1 C2 C3 C4 C5 C6 C7 C8
2 79 2.40M
4 1 67 78 2.4M
8 1 1 22 78 78 115 1456 2.4M

Tab. 1.2 shows the size of clustering results with different k. For instance, in
Tab. 1.2 with L1-norm scaling, C1 (size 79) with k = 2 is divided into C1 (size 1) and
C3 (size 78) with k = 4. In addition, C1 and C3 with k = 4 are repeatedly identified
with the same size in C1 and C4 wit k = 8. We inspected these two clusters, and
discovered that they contain extraordinarily high values of integrated memory usage
above the theoretically possible value. We speculated that this was a system glitch
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and required further investigation of its causes. We believe that this example shows
the usage of the tool towards the identification of the performance outliers from the
clustering results.

Plotting results from the clustering algorithm help validate fitting results. As the
size of features is 13, it is not possible to directly plot on 2D or 3D space. To enable
plotting, we applied dimensionality reduction method, PCA [19]. Fig. 1.7 shows that
the PCA-transformed plot of clustering results for the original L1-norm scaled data
in Tab. 1.2. Each cluster is colored in a different color. The centers of the clusters
are represented with cross marks with the same color of the cluster. The points
in clusters are randomly selected in log-log scale of the size of the clusters. This
is to reduce the number of points that are most likely redundant in large clusters.
However, this selection may cause an underestimation of large clusters. In addition,
the sizes of cross marks of centers are increased in log-log scale to represent the
size of clusters. Fig. 1.7 shows the identified performance outliers. Fig. 1.7(a, b, c)
show significantly distant minor clusters near (0.1,0), (0.2,0), and (0.4,0). They were
the clusters, C1 (size 79) with k = 2 and C1 (size 1) and C3 (size 78) with k = 4 in
Tab. 1.2. 4

1.6 Conclusion

As the computations and analyses of large datasets are distributed and parallelized
on multiple compute-nodes, it becomes challenging to analyze the performance
issues related to the applications and hardware platforms due to the large collection
of performance measurements. In order to tackle this challenge, we have developed
PATHA (Performance Analysis Tool for HPC Applications) using an open-source
big data processing framework. The HPC applications as referred to here include
parallel applications, high-throughput computing applications, and other applica-
tions for Big Data processing.

Users can use PATHA to identify performance characteristics and performance
bottlenecks in their science applications and scientific clusters. PATHA can analyze
large volume of performance measurement data from large science projects. It
provides the execution time analysis to find performance bottlenecks and time-
consuming routines in applications, data dependency performance analysis to
identify possible data dependencies of discovered performance bottlenecks. These
analyses can be interactively conducted by using different types of performance
measurements from scientific clusters.

We have conducted two case studies to evaluate PATHA. With the PTF appli-
cation, we identified performance bottlenecks in checkpoint operations 25, 31, and
36. We also identified their direct data dependencies on the number of saved objects
and the absolute galactic latitude. Developers of the PTF application have been
working on optimizing identified performance bottlenecks, and the execution time

4 Please note that the points in Fig. 1.7(b) and Fig. 1.7(c) near (0,[-0.05, -0.25]) are not shown in
Fig. 1.7(a) as they are the part of the major cluster near (0,0).
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(a) Original, L1-norm, k = 2

(b) Original, L1-norm, k = 4

(c) Original, L1-norm, k = 8

Fig. 1.7: PCA-transformed clustering results
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has been reduced up to 2.05 times. In the other case study with the job logs, we
have analyzed system performance in a large scientific cluster. We were also able to
identify system performance outliers using clustering analysis and dimensionality
reduction method.

For the future work, we plan to use the PATHA in the extended analysis
combining the measurements of hardware executions in scientific clusters and the
measurements from the applications. In addition, we plan to automate the process of
bottleneck identification. These will help identify the performance bottlenecks due
to the system related issues along with the application related issues.
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